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ABSTRACT KEYWORDS
Cybersickness is a major challenge in virtual reality (VR), adversely affecting user com- Virtual reality; cybersickness;
fort and usability. While prior research has examined visual and system factors, the electroencephalography; VR
impact of different VR tasks under varied rendering conditions remains underexplored. ~ tasksi rendering conditions
To address this, we investigated three interaction tasks—navigation, selection, and

manipulation—together with two rendering parameters: center area radius (CAR) and

peripheral resolution (PR). Cybersickness severity and frequency were assessed using

Simulator Sickness Questionnaire (SSQ) scores and electroencephalography (EEG) data.

Results show that task type significantly affects cybersickness severity, with CAR play-

ing a critical role. Moreover, a-band power spectral density (PSD) strongly correlates

with SSQ scores, suggesting its potential as a biomarker for cybersickness. Neural

responses also exhibited temporal delays compared to subjective reports, offering

insights into the mechanisms of cybersickness. These findings advance understanding

of task- and rendering-related influences, informing more effective prediction and

mitigation strategies in VR system design.

1. Introduction

Virtual Reality (VR) is gaining increasing prominence across various domains, including skills training
(Xie et al., 2021), education (Radianti et al., 2020), and healthcare (Dinh et al., 2023). However, cyber-
sickness—an inherent challenge in VR adoption, characterized by symptoms such as nausea and dis-
comfort—significantly affects the VR user experience (LaViola, 2000). This issue has been a subject of
growing interest in both academia and industry (Mimnaugh et al., 2023; Ozkan & Celikcan, 2023; Wen
et al.,, 2024). Understanding the physiological mechanisms of cybersickness, along with effectively iden-
tifying and mitigating its symptoms, is crucial for improving VR experiences and broadening their
applications (Figure 1).

The sensory conflict theory is a widely accepted framework for explaining cybersickness, which sug-
gests that cybersickness arises from mismatched signals between perceived motion (visual) and actual
physical movement (vestibular). Visual stimulation is a primary factor contributing to cybersickness
(Money, 1970). Extensive research has examined the impact of various low-level factors, including user
speed (Agic¢ et al., 2020; Ozkan et al.,, 2023), field of view (FOV) (Lim & Lee, 2024; Wagner et al., 2022;
Wu & Rosenberg, 2022), frame rate (Porcino et al., 2017; Wang et al., 2023), and optical flow
(Adhanom et al., 2020; Buhler et al., 2018). Notably, rendering directly influences the visual quality and
realism of VR content, making it a potential factor in cybersickness. However, most existing studies
have focused on how different rendering techniques can help alleviate cybersickness (Hussain et al.,
2021; Lin et al., 2020), rather than systematically conducting quantitative analyses of the impact of spe-
cific rendering parameters. Furthermore, these studies have often been limited to simple navigation
tasks in VR environments, leaving a gap in research on real-world VR applications, where scenarios
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Figure 1. Schematic diagram of our experimental framework. The image on the left presents our experimental varia-
bles, which include three VR tasks and two rendering conditions. The center image illustrates the data capture process,
featuring the HTC Vive Pro HMD, an EEG acquisition device, and monitor recordings. The two images on the right illus-
trate the data processing and statistical analysis stages.

involving a broader range of complex tasks, such as selection and manipulation, may contribute to
cybersickness. Therefore, a thorough investigation of the interactions between different VR tasks, ren-
dering conditions, and cybersickness is necessary.

To address this gap, our study focuses on three fundamental VR interaction tasks (LaViola et al.,
2017): navigation, selection, and manipulation. These represent the most common interaction para-
digms in VR applications and form the basis for most 3D user interface (3DUI)-driven systems (Riecke
et al, 2018). On the other hand, prior research has demonstrated that visual stimulation intensity and
cognitive workload significantly affect cybersickness severity and perception (Lin et al., 2020; Sepich
et al, 2022). Different VR interaction paradigms impose varying demands on visual processing and
cognitive resources, which can differentially trigger cybersickness through distinct neurophysiological
mechanisms (Cortes et al., 2023; Venkatakrishnan et al., 2024). Specifically, navigation involves continu-
ous locomotion through the virtual environment, characterized by continuous visual flow and spatial
orientation processing that creates high visual-vestibular conflict (Lin et al., 2020). Selection requires
locating and targeting objects using ray-casting interaction, demanding focused attention and precise
targeting while imposing a moderate cognitive load with relatively stable visual input (Schapkin et al.,
2020). Manipulation involves positioning and adjusting virtual objects in 3D space, requiring complex
spatial perception and interaction processing that demands intensive cognitive resources (Bozgeyikli
et al, 2023). These three tasks represent the fundamental ways users interact with VR content across
diverse applications and provide a systematic range of visual motion characteristics and cognitive
demands, enabling a comprehensive examination of how these fundamental interaction paradigms con-
tribute to cybersickness through distinct underlying mechanisms.

Accurate assessment of cybersickness and identification of relevant biomarkers is crucial for optimiz-
ing VR interaction designs and enabling timely adjustments. Traditional approaches predominantly rely
on the Simulator Sickness Questionnaire (SSQ) (Bimberg et al., 2020; Bruck & Watters, 2009), which
covers 16 symptoms, including eye fatigue, nausea, and sweating. However, this method disrupts the
user experience and is prone to subjective bias. In contrast, biofeedback techniques utilizing physio-
logical signals offer real-time monitoring of the user’s state in a non-invasive way. These biofeedback
approaches, including electroencephalography (EEG) (Chen et al, 2010; Liu et al., 2020), heart rate
variability (Lim & Lee, 2024; Kumar Kundu et al., 2023), and electrogastrography (Chen & McCallum,
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1991; Tian et al., 2023), provide accurate objective measures by correlating physiological responses with
cybersickness symptoms.

In particular, EEG provides direct insights into central nervous system dynamics, making it well-
suited for probing the neurophysiological mechanisms underlying cybersickness. Previous research has
demonstrated that the o and 0 frequency bands in the occipital and parietal lobes are among the most
effective physiological markers for identifying cybersickness (Chen et al., 2010; Tian & Boulic, 2024).
Increased o activity has been linked to reduced visual processing capacity (Mo et al., 2013). 0 activity
may reflect the brain’s effort to integrate conflicting sensory information (Geva et al., 2025). The occipi-
tal lobe primarily processes visual information, including motion perception (Rehman & Al Khalili,
2025), while the parietal lobe is involved in spatial awareness and object localization, aiding in under-
standing spatial relationships within the environment (Lesser et al., 1998). These regions play a critical
role in sensory processing and have been strongly linked to cybersickness (Chen et al., 2010; Tian &
Boulic, 2024).

In this study, we explored the relationship between three VR tasks and cybersickness under two ren-
dering conditions. We utilized three VR tasks: navigation, selection, and manipulation, covering most
interaction tasks in VR applications. To systematically investigate how visual conditions affect cyber-
sickness, we manipulated two key rendering parameters: center area radius (CAR) and peripheral reso-
lution (PR) (Hoffman et al., 2018; Yang et al., 2024). CAR refers to the radius of the high-resolution
region in the center of the FOV during VR rendering—the larger the CAR, the greater the high-
resolution center region. PR refers to the down-sampling rate applied to the peripheral region outside
the center high-resolution area—the higher the PR value, the blurrier the peripheral region. These con-
ditions are crucial to the visual experience of VR because they directly affect visual fidelity, and changes
in CAR and PR influence users’ perception of motion and peripheral visual depth, which in turn affects
cybersickness. These experimental conditions resemble elements of cybersickness mitigation strategies,
particularly static peripheral blurring techniques. While they are not standard VR rendering practices,
they enable systematic investigation of how variations in peripheral visual fidelity affect cybersickness
severity and neural responses.

To comprehensively assess cybersickness across these conditions, we analyzed brain activity patterns
associated with cybersickness using EEG power spectral density (PSD). Cybersickness was evaluated
based on two key indicators: severity (measured by SSQ scores) and frequency (determined by the
number of cybersickness reports). Additionally, neuroscience research shows brain activity precedes
conscious actions; cybersickness emerges following a cascade of physiological responses triggered by
neurotransmission (Libet et al., 1993). Therefore, we also investigated the latency between the onset of
brain pattern changes and the moment cybersickness was reported.

We also have an instructional video available at: https://youtu.be/TWW5GRAaCro. The experimental
software developed for this study has been made available as open-source at: https://github.com/
PEKEW/Cybersickness.

The main contributions of this study are as follows:

e We developed an innovative protocol that systematically examines the impact of three interactive
tasks and two rendering conditions on cybersickness, integrating both neurophysiological and sub-
jective data.

o We experimentally confirmed key brain regions and frequency bands associated with cybersickness,
and their changing patterns under different conditions, which can serve as effective biomarkers for
its quantification in VR environments.

e We discovered a temporal delay between the onset of neural activity changes and user-reported
symptoms, providing novel insights into the neural mechanisms underlying cybersickness.

2. Related works

This section briefly summarizes several related research areas in the field of cybersickness, including
studies on the impact of cybersickness under different visual conditions in Section 2.1, and various
tasks in Section 2.2. Then, we outline current EEG-based research on cybersickness and summarize the


https://youtu.be/TWW5GRAaCro
https://github.com/PEKEW/Cybersickness
https://github.com/PEKEW/Cybersickness

4 (&) P.WANG ET AL.

associated brain regions and patterns in Section 2.3. Finally, we review the existing cybersickness test-
beds and evaluation platforms in Section 2.4.

2.1. Cybersickness under different visual conditions

Existing research on the factors that trigger cybersickness has primarily focused on user speed, FOV,
and optical flow. From a neuroscience perspective, all these factors contribute to vestibular information
conflict induced by visual stimuli, which in turn leads to cybersickness. So et al. (2001a, 2001b) exam-
ined the impact of navigation speed on cybersickness, observing that as speed increases, cybersickness
indices gradually rise but eventually stabilize once a certain threshold is reached. Conversely, Porcino
et al. (2017) explored various potential causes of cybersickness, concluding that the duration of speed
changes is the primary factor contributing to its onset. Draper et al. (2001) investigated the influence of
different FOV shapes on cybersickness, finding that wider FOVs are more likely to induce cybersickness
compared to narrower ones. Similarly, Bala et al. (2018) concluded that reducing FOV generally miti-
gates cybersickness. Fernandes and Feiner (2016) explored dynamic FOV modification as a novel
approach to reduce cybersickness while maintaining presence. Additionally, Hettinger and Riccio
(1992) demonstrated that high optical flow significantly increases the likelihood of cybersickness, while
Lee et al. (2017) indicated that gradually increasing the severity of optical flow can help reduce
susceptibility.

Recently, Qi and Menozzi (2024), using the skill-rule-knowledge model as a framework, examined
dynamic FOV restriction and dynamic blurring across three VR tasks designed to target different
behavioral levels. They found that the effectiveness of these mitigation methods is highly context-
dependent, with significantly diminished effects when movement profiles differ from the original valid-
ation scenarios. This indicates the need for more personalized and context-sensitive approaches in
cybersickness mitigation method design.

Compared to user speed, FOV, and optical flow, rendering mode plays a direct role in determining
the user’s visual experience in VR applications. The way rendering mode shapes visual stimulus pat-
terns directly affects the degree of vestibular information conflict, which in turn influences the onset of
cybersickness (Money, 1970). Some studies have examined the role of different rendering techniques in
reducing cybersickness. For instance, Hussain et al. (2021) introduced an innovative post-processing
technique that integrates foveated rendering with depth-of-field effects. Their experimental findings
demonstrated that this approach significantly alleviates cybersickness. Similarly, Caputo et al. (2021)
investigated the impact of actual foveated rendering combined with Gaussian blur, concluding that the
blurring technique slightly mitigates associated symptoms.

However, existing research on cybersickness under different rendering conditions has primarily
focused on qualitative mitigation, assessing only the effects of specific rendering implementations.
There is a lack of quantitative and systematic analysis of how general rendering conditions influence
cybersickness. In contrast, our study examines the combined effects of center region radius and periph-
eral resolution—two fundamental factors in VR rendering—on cybersickness. This approach provides a
more comprehensive understanding of how these factors interact and influence VR cybersickness.

2.2. Cybersickness in different tasks

In addition to visual factors, some studies have also explored the impact of different task types on
cybersickness. For instance, Melo et al. (2021) examined the effect of different task-related roles in VR
environments on cybersickness and the sense of presence. Their findings revealed that the higher the
correlation between role and task, the more likely cybersickness is to occur. Sepich et al. (2022) investi-
gated the effect of task load on cybersickness, indicating a negative correlation between task accuracy
and cybersickness scores. Hua et al. (2023) examined whether additional tasks could reduce cybersick-
ness. Their results showed that a filming task significantly reduced the severity of cybersickness, and
EEG validation confirmed the effectiveness of this method. Jasper et al. (2023) used a hierarchical mul-
tiple regression model to analyze how task characteristics related to workload affect cybersickness. The
results indicate that workload is an important predictor of cybersickness. These findings suggest that
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designing the complexity and workload of various task types is crucial for minimizing cybersickness in
VR applications.

However, most current studies focus exclusively on cybersickness in single-task settings. In contrast,
we comprehensively examined the effects of three common tasks—navigation, selection, and manipula-
tion—in realistic VR scenarios. By comparing these tasks, our findings provide valuable insights for
enhancing user experience and optimizing task design in VR.

2.3. Relation between cybersickness and EEG signals

EEG signals primarily originate from neuronal electrical discharge activities in the brain and can be
non-invasively detected on the scalp using specialized equipment. Given its high temporal resolution
and strong correlation with neural activity, EEG has been increasingly adopted by researchers in cyber-
sickness studies. Compared to physiological indicators such as electromyography (EMG) and heart rate
variability (HRV), EEG provides a more direct response to cybersickness, revealing more fundamental
and underlying factors related to cybersickness (Koohestani et al., 2019).

EEG signals can be categorized into five distinct frequency bands: 6 (1-3Hz), 0 (3-8 Hz), « (8-
13Hz), f (13-30Hz), and y (30-50 Hz), each reflecting different neural states. Since cybersickness typ-
ically stems from visual and vestibular stimuli, both of which manifest in EEG activity from specific
cortical regions, EEG analysis enables researchers to identify physiological biomarkers associated with
cybersickness, thereby providing empirical evidence for its prediction and mitigation. Chen et al. (2010)
analyzed spectral changes in the o, f, and J bands in the occipital and parietal regions, identifying spe-
cific neural correlates of cybersickness. Their findings showed that cybersickness severity is most
strongly correlated with variations in a-band power in the occipital lobe, with additional associations in
parietal o activity. Tian and Boulic (2024) examined o, f§, 0, and J frequencies in the temporal, parietal,
and occipital lobes about cybersickness, and combined this with ECG, EGG frequencies, and dizziness
susceptibility. The results indicate that EEG is the most effective marker for detecting individual differ-
ences in cybersickness susceptibility. Lim et al. (2021) conducted a comprehensive test-retest reliability
evaluation of EEG-based VR sickness assessment. In a two-session study with participants tested one
week apart, they demonstrated that specific EEG frequency bands exhibit robust reliability. Their ana-
lysis revealed that J, 0, and o waves in the frontal and central brain regions showed consistent and sig-
nificant changes between baseline and VR sickness conditions across both sessions.

These studies reveal several consistent patterns in EEG-based cybersickness research: (1) « band
activity, particularly in the occipital and parietal regions, shows the strongest correlation with cybersick-
ness severity; (2) multiple brain regions are involved in cybersickness responses, with the occipital, par-
ietal, and temporal lobes playing key roles; (3) EEG signals can effectively predict individual
susceptibility to cybersickness, making it a valuable tool for personalized VR experience optimization.

However, the physiological mechanisms underlying motion sickness remain inconclusive. In line
with previous research, our study employs EEG signal analysis as an objective measure of cybersickness.
By integrating EEG data with subjective reports, we comprehensively investigated cybersickness in VR
across three dimensions: severity, latency, and frequency. To our knowledge, no prior study has simul-
taneously addressed all three aspects of VR.

2.4. Cybersickness testbeds and evaluation platforms

The development of standardized testbeds for cybersickness research has gained significant attention in
recent years, driven by the need for reproducible and comparable studies. Viegas Milani et al. (2023)
developed the Cybersickness Assessment Framework (CSAF), a Unity-based package for cybersickness
studies. CSAF emphasizes modularity and extensibility, featuring customizable VR environments, mul-
tiple locomotion methods, and integrated reduction techniques, with easy parameter sharing through
JSON files to facilitate collaboration between researchers. Calandra and Lamberti (2024) created a sys-
tematic evaluation platform consisting of four representative scenarios: Tower Defense, Navigational
Search, Track Race, and Roller Coaster. The platform demonstrated its utility through the evaluation of
a Masked Dynamic FOV technique, revealing scenario-dependent mitigation effects, particularly in
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vehicle-centric contexts. Rouhani et al. (2024) developed a methodological framework with both small
and large virtual environments designed for rapid cybersickness induction and recovery. Their system
incorporates figure-eight roller coaster tracks with dynamic speed changes and optic flow enhancement,
enabling validation of four mitigation techniques and supporting within-subject studies. Fieffer et al.
(2025) introduced MazeWorld, a comprehensive open-source multiplayer research platform in which
three players collaborate to collect coins in a maze. The platform includes three distinct roles—
Explorer, Collector, and Tactical—with full task interdependency to investigate how social interaction
influences cybersickness severity.

However, existing cybersickness benchmarks are primarily tailored to specific research contexts, such
as social dynamics or vehicle-centric scenarios, which may introduce confounding variables and hinder
the isolated investigation of fundamental interaction types. Therefore, the present study developed a
custom VR environment designed to enable systematic control and isolation of navigation, selection,
and manipulation tasks while allowing parametric variation of CAR and PR.

3. Experimental design
3.1. Participants

The study participants were adults recruited from the campus, and their availability was recorded
online. They provided written informed consent after being informed that their EEG signals would be
collected during VR sessions. All participants had normal hearing, normal or corrected vision, no
neurological or psychiatric disorders, and good mental health. Participants were instructed to get
adequate rest before the experiment. Each participant received comprehensive verbal instructions about
the experimental process and was encouraged to seek clarification as needed. This investigation adhered
to the Declaration of Helsinki and was approved by the Biology and Medical Ethics Committee of
Beihang University.

Based on sample sizes reported in related VR studies employing similar within-subject designs
(Kumar et al., 2024; Lim & Lee, 2024; Ozkan & Celikcan, 2023; Tian & Boulic, 2024), our study com-
prised 27 participants (15 males, 12 females) aged 22-27 years (M =23.7, SD=1.4). All had previous
VR experience, which helped eliminate potential confounding effects from first-time users. Specifically,
7 participants had less than 5hr, 15 had 5-10hr, and 2 had more than 10hr of prior VR usage. Before
the experiment, participants’ cybersickness susceptibility was assessed using the Motion Sickness
Susceptibility Questionnaire (MSSQ) (Golding, 1998), which scores from 0 (minimal susceptibility) to
100 (maximum susceptibility). We excluded participants with scores below the 10th percentile (extreme
resistance) or above the 90th percentile (high susceptibility) to control for confounding effects.

3.2. Experiment setup

We used the Smarting Pro 32 EEG device (mBrainTrain, Serbia) (Hazarika et al., 2022; Yang &
Kalantari, 2022) to capture high-density EEG signals with high signal fidelity while participants per-
formed the VR task. The VR environment and interactions were provided using the HTC Vive Pro
Head-Mounted Display (HMD) and two controllers. Figure 2 shows a subject wearing the Smarting
Pro EEG device with the HTC Vive Pro HMD.

The EEG device was connected to a laptop via Bluetooth 5.0, while the HMD was connected to a
workstation with a 3 GHz Intel Core i9-13900K CPU, 64GB RAM, and an NVIDIA GeForce GTX 4080
graphics card. For subsequent playback during the SSQ assessment, we recorded participants in VR in
real-time at 60 FPS and 4K resolution.

3.3. VR environments and tasks design

We developed the experimental environment using 3D Studio Max, designing a laboratory space (range
of motion: 10.4 x 9.3m) furnished with standard scientific equipment such as microscopes and test
tubes (Figure 3(a)). The environment featured 54, 594 polygons and 38 high-resolution PNG textures
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HTC Vive Smarting PRO 32 EEG
Pro HMD caps (mBrainTrain, Serbia)

Figure 2. A participant wearing smarting PRO 32 EEG caps (mBrainTrain, Serbia) followed by the HTC Vive Pro HMD.

with diffuse and normal mapping for enhanced realism. Following integration into Unity, we conducted
a pilot study to assess the environment’s potential to induce cybersickness.

In the navigation task, participants navigated the virtual scene along a predefined path at 5 m/s. A
red guideline indicated the path (Figure 3(b)). Movement was controlled using the VR right controller
with buttons for forward, backward, left, and right navigation. To minimize EEG artifacts while allow-
ing smooth rotation, participants sat in a 360° swivel chair and used chair rotation for steering.

The navigation speed of 5 m/s was selected based on a comprehensive pilot study conducted within
the 3-10 m/s range, following the methodology established by previous studies (Ozkan & Celikcan,
2023; So et al., 2001a). In our pilot study, we systematically evaluated four candidate speed values (3, 5,
7, and 9 m/s) to identify an optimal balance between cybersickness induction and user experience.
Each speed condition was tested with a subset of participants (n = 12) who completed an abbreviated
navigation task while reporting subjective discomfort and immersion ratings.

The results indicated that 3 m/s produced insufficient cybersickness symptoms for reliable measure-
ment, while 7 m/s and above, though effective at inducing cybersickness, significantly compromised
user comfort and engagement, often leading to premature session termination. The 5 m/s condition
emerged as the optimal choice, consistently generating measurable cybersickness symptoms while
preserving a satisfactory level of immersion and task engagement. This speed ensures sufficient visual-
vestibular conflict to trigger cybersickness responses while maintaining ecological validity and partici-
pant safety throughout the experimental sessions.

In the selection task, participants were asked to choose 4-8 specified laboratory objects, as shown in
Figure 3(c). Objects appeared in pseudo-randomized positions drawn from a predefined set of locations
throughout the VR environment. These locations were selected during pilot testing to ensure consistent
visibility, accessibility, and balanced interaction difficulty across participants.

Each time an object appeared, the system drew a blue guideline from the object to the participant’s
right-hand controller. Participants followed the guidelines until the object was visible, used the right
controller to project a light beam to point at it, and pressed the trigger to confirm selection. This pro-
cess was repeated for each required object. Participants could reselect at any time, which restarted the
selection process for the current object. Previous failed attempts were not recorded; only successful
selections were retained.

In the manipulation task, participants were asked to place 4-8 laboratory objects into specified target
locations, requiring them to translate, rotate, and adjust the objects as needed (Figure 3(d)). The posi-
tion and order of objects were pseudo-randomized from predefined locations to ensure controlled vari-
ability while maintaining task consistency.
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(a)

Figure 3. The virtual chemical laboratory used in our study includes top-down and overview perspectives of the lab (a),
third-person and first-person views of participants in navigation (b), selection (c), and manipulation (d) tasks.

As each object appeared, a translucent blue target region also appeared. The task involved two blue
guidelines: the first connected the object to the participant’s left controller for pickup, after which the
object was “attached” to the controller; the second connected the controller to the target region, guiding
placement. Participants used buttons on the left controller to adjust scale and rotation as needed and
pressed the trigger to complete placement. Manipulation of the current object could be restarted at any
time, discarding previous attempts and ensuring only successful placements were recorded.

3.4. Rendering conditions settings

Our user study investigates two key rendering conditions in VR: center area radius (CAR) and periph-
eral resolution (PR). CAR defines the radius of the high-resolution field of view at the center of the
user’s VR display, while PR specifies the resolution of the peripheral regions outside this central area.
In our VR rendering pipeline, the CAR value ranges from 0% to full fidelity per eye. For this study, we
selected CAR values of 10, 20, and 30%, corresponding to percentages of the screen width in the nor-
malized UV coordinate system.

To implement this, we integrated a custom shader into Unity’s Universal Render Pipeline. The
shader operates within a normalized UV coordinate system, where (0,0) represents the bottom-left cor-
ner and (1,1) the top-right. To define the center of the high-resolution foveated region in each ren-
dered image, we applied a slight offset to the sampling center: (0.55,0.5) for the left eye and (0.45,0.5)
for the right eye. These values are implemented as shader parameters and determine where the CAR is
rendered at full resolution. Pixels within the CAR retain their original resolution, while those beyond
undergo downsampling.

For PR, we employed a downsampling technique, selecting resolutions of 720 x 800, 360 x 400, and
180 x 200 as experimental variables, corresponding to downsampling ratios of 1, 1, and §, respectively.
Each eye’s view was originally rendered at 1440 x 1600 pixels, with downsampling applied independ-
ently. The peripheral region was processed using a box filter, which averaged neighboring pixels
according to the downsampling rate.

Our primary focus was not on comparing different blur effects but rather on the effects of the extent
of high-resolution central region (determined by CAR) and the degree of peripheral resolution degrad-
ation (determined by PR) affect cybersickness, rather than comparing different blur characteristics.
Previous research has already explored the impact of various blur types in foveated rendering on visual
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discomfort (Caputo et al., 2021). Therefore, we employed a box filter for peripheral region processing,
chosen for its computational simplicity and efficiency, which minimizes additional rendering latency
that could potentially confound the cybersickness effects under investigation. The box filter provided a
straightforward and computationally inexpensive method to achieve systematic variations in peripheral
resolution while maintaining consistent performance across all experimental conditions.

Additionally, we established a baseline condition with full fidelity and PR = 1440 x 1600, represent-
ing the absence of extended rendering conditions. This baseline was used in the formal experiment to
record EEG signals under conditions without cybersickness, serving as a reference for subsequent analy-
ses. These parameters yielded nine distinct rendering configurations, as detailed in Table 1.

3.5. Experimental procedure

The experiment consisted of 10 sessions, all of which were video recorded. Figure 4 illustrates the pro-
cedure for a single session. Each of the 10 sessions corresponded to one of the 10 unique rendering
conditions and included three trials of different VR tasks along with two rest periods.

To address potential order effects, a counterbalancing scheme was implemented for both the
sequence of rendering condition sessions and the intra-session order of VR tasks. For session order, a
set of balanced permutations was generated, and each participant was assigned a sequence drawn with-
out replacement from this set, ensuring varied exposure orders across participants.

Within each session, the order of the three VR tasks was also counterbalanced. The 3! = 6 possible
task order permutations were distributed across each participant’s 10 sessions to ensure that each task
appeared in each ordinal position a comparable number of times and to balance the assignment of task
sequences across rendering conditions (Ozkan & Celikcan, 2023).

Sessions began only after participants were fully rested and all hardware was properly configured.
For each participant, the interpupillary distance (IPD) was adjusted on the HMD prior to the sessions.
Participants were instructed to fine-tune the IPD setting until the visual display appeared clear and
comfortable, ensuring an optimal viewing experience tailored to individual visual parameters.

Each session started with a 30-second positive mindfulness exercise to establish a baseline without
cybersickness for later comparisons. Participants then proceeded with the first task trial, during which
they were instructed to report any symptoms of cybersickness—including mild symptoms—by pressing
a designated button on the controller. These real-time reports were recorded using the LSL4Unity

Table 1. The settings of rendering conditions.

Rendering conditions Settings in experimental
CAR 10% 20% 30% * Full fidelity
PR 720 x 800 360 x 400 180 x 200 * 1440 x 1600

*Full fidelity, PR = 1440 x 1600 is set as the baseline.

N . 1 1 1 1 1 4 s
Session Execution ‘ 30s ; Random Rendering Condition | 15s) Random Rendering Conditi 1Y) 155) Random Rendering Condition
Q0 1 1 1 1
' Mindfulness | VR Task 1 I Rest : VR Task 2 : Rest : VR Task 3
Video : Trial 1 : 1 o 1 1 p
Record| EEG Bascline g i i Trial 2 i i Trial 3
1 1 1
EEG Record : I aco | ooo | : 1 | | 1 1 | |
1 1 1 1 1
| Report = Report Report | I Report Report Report || I Report Report Report
Marker Marker Marker | | Marker **° Marker " Marker | | Marker *°° Marker *°° Marker
.
Session @ @ @ @ @ @ @ @ @ Session
Begin End
Retrospective Rctrospccm e Retre ospccm e Retrospective  Retr ospccm e Rc!rospetm e i i
$SQ $SQ $5Q $5Q $5Q

h ! B sse- [ sso-[F) sse B sso-[B) sso-[B) sse R sso-[F sse-[F) sse

Session Playback
Review

Figure 4. The procedure of a session in our user study, which mainly includes three trials of different tasks and two
rest periods.
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software package, which synchronized cybersickness reports with a continuous stream of EEG data to
ensure precise temporal alignment between subjective responses and neural activity. A 15-second rest
period was provided between trials.

Participants then completed the second and third trials (Ozkan & Celikcan, 2023). Throughout the
experiment, all cybersickness reports were synchronized with video and EEG data. Each session lasted
approximately 5min, though actual duration varied slightly depending on task completion time.
Participants were required to complete all sessions across different rendering conditions. After each ses-
sion, they rested for at least 24 hr to minimize potential discomfort. This rest period was excluded from
the experimental duration, resulting in an effective total duration of 45 to 60 min per participant.

Following completion of each experimental session, a structured retrospective assessment was con-
ducted to obtain subjective cybersickness ratings. Participants reviewed a first-person video recording
of their session performance, segmented by individual task trials. For each trial, they watched the corre-
sponding video segment while the experimenter paused at moments where real-time cybersickness
reports had been submitted. These pause points were precisely identified using timestamps recorded by
LSL4Unity, which synchronized the reports with EEG data.

At each pause point, participants recalled the context and intensity of their symptoms before com-
pleting an SSQ to quantify the cybersickness experienced during that moment. This procedure enabled
accurate temporal alignment between subjective ratings and neurophysiological responses, while allow-
ing participants to provide detailed symptom assessments based on vivid recall. The systematic review
process yielded multiple SSQ assessments per session, corresponding to the frequency of cybersickness
reports during each task trial.

To maintain uninterrupted EEG recording and avoid signal artifacts caused by in-scenario interrup-
tions, participants did not complete the SSQ during VR exposure. Instead, following each session, they
reviewed a synchronized video of their VR experience and retrospectively rated their cybersickness
symptoms. This method draws on the retrospective video-guided evaluation paradigm validated in prior
emotional arousal studies (Hofmann et al., 2021), adapted here for cybersickness assessment.

Given that each VR task could induce multiple discrete episodes of cybersickness, a single post-task
SSQ would lack the temporal resolution necessary to align symptoms with EEG dynamics. Our
approach thus provided finer-grained retrospective annotations while preserving ecological validity and
EEG data quality.

4, Data collection and processing

In this section, we first introduce the objective EEG data collection (Section 4.1). Next, we provide a
brief description of the subjective cybersickness reports and SSQ collection (Section 4.2). Finally, we
outline the statistical analysis methods used to process the collected data (Section 4.3).

4.1. Objective neurophysiology EEG data

The Smarting Pro 32 EEG device from mBrainTrain, known for its ability to capture high-resolution
neural data, was used in this study, and subjects were not required to remain stationary during the
experiment. This feature is crucial for the different types of VR tasks studied in this article, especially
for selection and manipulation tasks that require the user’s body to move. It enables subjects to remain
immersed in the VR environment and focus on the assigned task without movement constraints.

The Smarting Pro 32 EEG device features a comprehensive 32-channel configuration for broad brain
activity coverage. Electrodes were positioned according to the international 10-20 system, as shown in
Figure 5. Red markers indicate channels corresponding to the parietal and occipital lobes, which were
of particular interest in this study, while blue markers represent the remaining 24 channels.

Throughout the experiments, electrode impedance was carefully maintained below 5 kQ to ensure
high-quality signal acquisition. The EEG data were sampled at a rate of 500 Hz, which provided high tem-
poral resolution for neural activity analysis. The EEG data were preprocessed using EEGLAB (Delorme &
Makeig, 2004), an open-source MATLAB toolbox. Preprocessing included downsampling to 128 Hz using
EEGLAB’s “resample” function and re-referencing to mastoid electrodes (TP9 and TP10). A band-pass
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Figure 5. Schematic of the 10-20 system for EEG electrode placement.

filter (0.1-30 Hz) was then applied using the “firfilt” function to remove interference from the display (50-
60 Hz) and VR HMD (90 Hz) signals. High-amplitude artifacts (>100 p V) were identified through visual
inspection and removed, as such amplitudes are unlikely to reflect neural activity.

Independent Component Analysis (ICA) was performed using EEGLAB’s “runica” function with
default parameters to decompose mixed EEG signals into statistically independent components. The
number of components matched the electrode count. Artifact components were identified and removed
using EEGLAB’s SASICA plugin combined with visual inspection, based on spatial distribution (frontal
localization), spectral characteristics (excessive high-frequency content), and temporal patterns (sudden
activity bursts). This approach effectively removed ocular and muscular artifacts while preserving genu-
ine neural signals.

To analyze the frequency components of EEG signals, we applied the Fast Fourier Transform to
transform the signals into the frequency domain. We then calculated the logarithmic-scale PSD, repre-
senting the power distribution across frequencies and reflecting the intensity of different frequency
bands within the EEG signal. A Short-Time Fourier Transform was applied for time-frequency analysis,
allowing us to examine spectral changes over time. This approach provided insights into both the over-
all frequency distribution and the temporal dynamics of specific frequency bands associated with
cybersickness-related cognitive and perceptual processes. The mean power in the 0 (3-8 Hz) and o (8-
13 Hz) bands was computed and used as the primary measure of spectral power in this study (Tian &
Boulic, 2024).

To examine the neural activity associated with cybersickness, we extracted epochs consisting of 1-
second intervals before and after each cybersickness report (Wen et al., 2024). Subsequently, we applied
baseline correction to normalize the data and mitigate any electrical noise present before the onset of
cybersickness. This process improved the signal-to-noise ratio and enhanced the reliability of our ana-
lysis. After normalization, we implemented a rigorous outlier detection procedure to identify epochs
with extreme deviations from the norm. These outlier epochs, which could bias the overall data ana-
lysis, were excluded from further investigation. This meticulous approach to epoch selection and pre-
processing ensured that our subsequent analyses were based on clean, representative data, thereby
enhancing the validity and robustness of our findings on the neural correlates of cybersickness.

4.2. Subjective cybersickness reports

We assessed the severity of subjective perception of cybersickness using the SSQ, a widely recognized
tool in VR research developed by Kennedy et al. (1993). The SSQ asks participants to rate the severity
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of 16 specific symptoms on a four-point scale: none (0), slight (1), moderate (2), and severe (3). Scores
are calculated using a weighted sum method, where related symptom scores are summed and multiplied
by specific weighting coefficients to obtain subscale scores for nausea (N), oculomotor dysfunction (O),
and disorientation (D). The final SSQ score is derived from the weighted sum of all symptom scores, as
shown in Eq. 1. Higher scores indicate greater cybersickness severity.

SSQ Score = (Sy X 9.54 + Sp x 7.58 + Sp x 13.92) x 3.74 (1)

while Sy, So, and Sp represent the scores for nausea, oculomotor dysfunction, and disorientation,
respectively.

4.3. Data statistic analysis methods

Our statistical analysis followed a comprehensive approach to ensure robust results. First, we examined
the assumptions for parametric tests. The Shapiro-Wilk test was employed to assess the normality of
data distributions for all variables (p > 0.050 indicating normal distribution). For repeated measures
analyses, Mauchly’s test of sphericity was conducted to verify the sphericity assumption (p > 0.050
indicating sphericity was not violated).

To compare conditions, we performed a series of t-tests. To control the family-wise error rate due to
multiple comparisons, we applied both the Bonferroni correction and the False Discovery Rate (FDR)
method. The Bonferroni correction was used for stringent control of Type I error, while FDR was
applied in analyses with a larger number of comparisons to maintain statistical power while controlling
for multiple tests. Pearson correlation coefficients were calculated to examine relationships between
observations.

For comparisons across multiple experimental conditions, we conducted repeated measures analysis of
variance (RMANOVA). If Mauchly’s test indicated a violation of sphericity (p < 0.050), the Greenhouse-
Geisser correction was applied to adjust the degrees of freedom. Significant main effects were followed by
post-hoc pairwise comparisons using Tukey’s Honest Significant Difference (HSD) test.

Effect sizes were calculated and reported for all significant results. Cohen’s d was computed for t-
tests, and partial 5> was calculated for RMANOVA results. Confidence intervals (95% CI) were pro-
vided for key statistical measures to assess the precision of our estimates.

All statistical analyses were performed using Python 3.11 and MATLAB. All statistical reporting fol-
lowed the guidelines of the American Psychological Association (APA), 7th Edition.

5. Results

This section presents the key findings of our study. First, we examine the brain activation patterns asso-
ciated with cybersickness (Section 5.1). Then, the results of cybersickness severity are presented
(Section 5.2). Subsequently, the latency of cybersickness is analyzed through time-frequency analysis
(Section 5.3). Finally, the frequency of cybersickness responses is reported (Section 5.4).

5.1. Brain activation pattern of cybersickness

We analyzed changes in the PSD of EEG signals in the o and 0 bands under conditions with and with-
out cybersickness. As shown in Figure 6, the first row shows the topographic distribution of the «
band, with columns representing the no-cybersickness condition, the cybersickness condition, and their
difference, respectively. The second row follows the same layout for the 0 band.

To statistically assess these changes, we conducted paired ¢-tests on each frequency band in the par-
ietal and occipital lobes. The initial analysis suggested PSD decreases (uncorrected p < 0.050) in the «
band for both the parietal (without cybersickness: M =9.76, SD =0.56; with cybersickness: M =9.51,
SD=0.39; t(26) = 2.88, p = 0.008) and occipital regions (without cybersickness: M =8.88, SD = 0.68;
with cybersickness: M =8.78, SD =0.48; t(26) = 2.44, p = 0.022). Similarly, a decrease was observed in
the 0 band for the occipital region (without cybersickness: M =10.91, SD =3.33; with cybersickness:
M=9.71, SD=1.84; t(26) = 2.17, p = 0.039), whereas the parietal region did not show a statistically
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Figure 6. Comparison of PSD with and without cybersickness and their differences.

Table 2. Pearson correlation coefficients (r) between SSQ scores and PSD values in different frequency bands of the
parietal and occipital lobes.

Parietal Occipital
Statistics o Band 0 Band o Band 0 Band
r 0.540 0.519 0.470 0.459
p 0.007** 0.011%* 0.021* 0.029*
*p < 0.050,
*%p < 0.010

(uncorrected for multiple comparisons).

significant difference in the 0 band (without cybersickness: M =10.23, SD =3.38; with cybersickness:
M=9.62, SD=2.34; t(26) = 1.04, p = 0.282). After Bonferroni correction (o = 0.0125), the « band
changes remained statistically significant in the parietal regions, while the observed difference in the 0
band was no longer statistically significant after correction.

Effect size analysis revealed that the o band showed medium effect sizes in both regions: the parietal
region (d=10.55, 95% CI [0.12, 0.92]) and the occipital region (d=0.47, 95% CI [0.07, 0.87]). The 0
band results revealed differential effects: the occipital region showed a medium effect (d =0.42, 95% CI
[0.04, 0.84]), while the parietal region showed a small and non-significant effect (d=0.20, 95% CI
[—0.18, 0.58]).

We further investigated whether PSD values were associated with subjective cybersickness severity by
conducting a correlation analysis between PSD and SSQ scores. Specifically, Pearson’s correlation coeffi-
cients were computed to assess the relationship between SSQ scores (M =130.57, SD=35.34) and PSD
in the o and 0 bands within the parietal and occipital lobes. Table 2 presents the Pearson correlation
coefficients between PSD values and SSQ scores across different frequency bands and brain regions.

The results indicate moderate positive correlations between PSD values and SSQ scores for both the
o and 0 bands in the parietal (a: M=9.51, SD=0.39; 0: M=9.62, SD=2.34) and occipital (a:
M=28.78, SD=0.48; 0: M=9.71, SD=1.84) regions during cybersickness. Notably, the a-band PSD in
the parietal lobe exhibited the highest correlation with SSQ scores (r = 0.540, p = 0.007). After apply-
ing Bonferroni correction for multiple comparisons, only the parietal region correlations remained stat-
istically significant (« band: 95% CI [0.201, 0.763]; 0 band: 95% CI [0.173, 0.751]), while occipital
correlations became non-significant. Effect size analysis revealed that all correlations demonstrated
medium to large effect sizes, with the parietal & band showing the largest effect (r* = 0.292, 29.2%
shared variance).

These findings suggest different neural activity patterns, particularly in the « band within the occipi-
tal and parietal lobes. The a-band PSD in the parietal lobe showed the highest correlation with subject-
ive cybersickness severity, remaining significant even after multiple comparison correction, suggesting
that parietal o activity may represent a potential biomarker for cybersickness detection within the cur-
rent experimental context.
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5.2. The severity of cybersickness

Figure 7 illustrates the comprehensive analysis of cybersickness across three VR tasks, showing overall
SSQ scores (a), a-band PSD values (b), and detailed SSQ subscale scores (c). In images (a) and (b), the
x-axis represents the navigation, selection, and manipulation tasks from left to right, with colors orange,
green, and purple, respectively. In image (c), the x-axis represents the three SSQ subscales, including
nausea (N), oculomotor dysfunction (O), and disorientation (D) for each task, depicted in blue, purple,
and green bars, respectively. The y-axis represents the mean SSQ scores (a), mean PSD values (b), and
SSQ subscale scores (c), aggregated across rendering conditions.

Statistical analysis of revealed that mean SSQ scores were highest for the navigation task
(M =159.00, SD=31.80), followed by the selection (M =125.41, SD=15.89) and manipulation tasks
(M=107.27, SD=40.82). RMANOVA results indicated a significant main effect of task type on SSQ
scores (F(2,46) = 4.27, p = 0.020, partial 7> = 0.16). The Tukey HSD test further confirmed significant
differences between the navigation and selection tasks (mean difference=33.59, 95% CI [2.87, 64.31],
p = 0.040), as well as between the navigation and manipulation tasks (mean difference=51.73, 95% CI
[21.01, 82.45], p = 0.050). However, no significant difference was observed between the selection and
manipulation tasks (p = 0.180).

PSD values exhibited a similar trend across task types. The navigation task showed the highest mean
PSD (M =5.75, SD=1.46), followed by the selection (M =4.77, SD=1.05) and manipulation tasks
(M=4.04, SD=1.78). RMANOVA results confirmed a significant main effect of task type on PSD val-
ues (F(2,46) = 3.62, p = 0.033). The Tukey HSD test further confirmed a significant difference in
mean PSD between the navigation and manipulation tasks (mean difference=1.71, 95% CI [0.62, 2.80],
p = 0.028). However, the difference between the navigation and selection tasks was not statistically sig-
nificant (p = 0.342). Additionally, the difference between selection and manipulation tasks showed a
marginal trend toward significance (p = 0.051), suggesting a possible effect that merits further investi-
gation. These results suggest that task type may influence cybersickness severity, with the navigation
task associated with higher symptom scores compared to the other tasks.

The SSQ subscale analysis revealed distinct patterns across the three symptom categories. For nausea
symptoms, navigation exhibited the highest scores (M =185.08, SD=20.79), followed by selection
(M =154.55, SD=21.75) and manipulation tasks (M =126.95, SD=17.87). Oculomotor dysfunction
scores showed navigation with the highest scores (M =103.09, SD =13.77), followed by manipulation
(M=90.49, SD=17.87) and selection tasks (M =87.92, SD =8.65). Manipulation tasks elicited slightly
higher oculomotor dysfunction than selection tasks, suggesting that fine motor control requirements
during object manipulation may contribute to visual-motor strain. Disorientation symptoms demon-
strated the most pronounced task-dependent variations, with navigation eliciting substantially higher
scores (M =253.34, SD=12.24) than selection (M =225.50, SD=28.53) or manipulation tasks
(M =141.35, SD=54.74). The large difference between navigation and manipulation tasks (mean differ-
ence=111.99) indicates that spatial disorientation represents the primary contributor to cybersickness
during navigation tasks.
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Figure 7. Mean SSQ, PSD, and SSQ subscale scores during different tasks, * indicate p <0.05.
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Effect size analysis revealed that task type had large effects on both SSQ scores (partial 7> = 0.16)
and PSD values (partial 7> = 0.14). For SSQ scores, significant differences demonstrated large effect
sizes between navigation versus selection tasks (d = 1.34; mean difference =33.59, 95% CI [2.87, 64.31])
and navigation versus manipulation tasks (d =1.41; mean difference =51.73, 95% CI [21.01, 82.45]). For
PSD values, significant differences emerged between navigation and manipulation tasks with a large
effect size (d=1.05; mean difference=1.712, 95% CI [0.620, 2.804]). Notably, the marginal difference
between selection and manipulation tasks for PSD corresponded to a medium effect size (d=0.50),
suggesting a meaningful difference that may have been limited by statistical power.

Figure 8 presents SSQ scores, PSD values, and SSQ subscale analyses across different CAR and PR
settings. The first row displays results for three CAR settings (10, 20, 30%): (a) overall SSQ scores, (b)
mean PSD values, and (c) SSQ subscale scores including nausea, oculomotor dysfunction, and disorien-
tation. The second row shows corresponding metrics for three PR settings (720 x 800, 360 x 400,
180 x 200): (d) overall SSQ scores, (¢) mean PSD values, and (f) SSQ subscale scores.

In each image, the x-axis denotes specific CAR or PR values, while the y-axis represents the corre-
sponding SSQ scores or PSD values. Results for different rendering conditions are visualized using
blue, green, and pink bars. SSQ scores and PSD values are averaged across tasks. The data suggest that
PSD values tend to increase with higher CAR settings, showing a pattern similar to that observed in
SSQ scores. However, under different PR settings, PSD variations do not consistently align with SSQ
scores. In the SSQ subscale subplots (c, f), colors represent different symptom types: blue for nausea,
purple for oculomotor dysfunction, and green for disorientation.

Further analysis using RMANOVA revealed significant differences in SSQ scores across CAR condi-
tions (F(2,46) =6.71, p=0.003) and in PSD values across CAR conditions (F(2,46) = 5.83,
p = 0.006). However, neither SSQ scores (F(2,46) = 1.23, p = 0.310) nor PSD values (F(2,46) = 1.45,
p = 0.245) showed significant differences across PR settings. These results suggest an association
between higher CAR settings and increased cybersickness indicators, which appears consistent across
task types. In contrast, no statistically significant main effect was observed for the effect of cybersick-
ness due to PR changes.
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Figure 8. SSQ scores, mean PSD values, and SSQ subscale scores under various rendering conditions: CAR (a, b, and c)
and PR (d, e, and f).
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Effect size analysis confirmed that CAR settings demonstrated very large effects on both SSQ scores
(partial 7> = 0.23) and PSD values (partial #* = 0.20), providing strong evidence for CAR’s impact on
cybersickness. While PR settings showed medium to large effects despite non-significance (SSQ: partial
n? = 0.05, PSD: partial 7> = 0.06), suggesting that PR settings may have meaningful effects on cyber-
sickness measures that require larger sample sizes to achieve statistical detectability. Analysis of SSQ
subscales revealed consistent patterns with the overall findings. For CAR conditions, all three subscales
(nausea, oculomotor dysfunction, and disorientation) demonstrated the same increasing trend observed
in overall SSQ scores, though individual subscale analyses did not reach statistical significance (N:
F(2,46) = 3.10, p = 0.056; O: F(2,46) = 2,25, p = 0.112; D: F(2,46) = 2.72, p = 0.072). For PR condi-
tions, subscale patterns remained inconsistent across all symptom types. This suggests that CAR influ-
ences cybersickness effects across multiple symptoms, with the cumulative impact across all subscales
contributing to the significant overall effect.

5.3. The latency of cybersickness

Given the time required for neural transmission (Libet, 1985), we define cybersickness latency as the
time difference between the earliest detected PSD increase preceding a cybersickness report and the
corresponding report itself. By identifying the earliest PSD increase, we aim to capture the immediate
neural response, ensuring our measurement reflects the direct neurophysiological reaction to cybersick-
ness rather than prolonged changes in neural activity.

Figure 9 presents six representative time-frequency analysis results from our experiment. The rows
correspond to signals from the parietal and occipital lobes, while the columns represent different VR
tasks. Each image displays a 2-second temporal window on the x-axis and the o band frequency spec-
trum on the y-axis. The color scale, ranging from —2dB to 2dB, represents PSD variations, with
warmer colors (e.g., yellow) indicating power increases and cooler colors (e.g., blue) indicating power
decreases. A prominent red vertical line at x = 0 marks the moment of user-reported cybersickness.
The black dots (Ppspincrease) denote points where a PSD increase was detected, aligning with the purple
vertical line. Black dashed lines indicate the corresponding latency I (the time difference between the
purple lines and red lines), indicating the latency of brain activity associated with cybersickness.
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Figure 9. Visualization of PSD of EEG signals in different frequency bands within plus or minus 1s of the occipital lobe
(row 1) and parietal lobe (row 2) centered on the time of the participant’s active cybersickness report during navigation
(column 1), selection (column 2), and manipulation (column 3) tasks.
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Table 3. Cybersickness latency between different types of VR tasks (corrected for system delays).

VR tasks Navigation Selection Manipulation
Latency (s) 0.58 0.65 0.51
(M = SD) +0.30 +0.28 +0.29

To account for potential confounding factors in latency measurement, we conducted a separate con-
trol experiment using an identical hardware setup to quantify system-related delays. Each delay test was
repeated 20 times to estimate the mean and variance. The average data stream synchronization latency
(M=53ms, SD=19ms) and button-press response latency (M=36ms, SD=12ms) were subtracted
from all reported latency values to isolate the neurophysiological component of the observed temporal
differences.

Table 3 presents the mean latency and standard deviation across tasks. Among the three tasks, the
manipulation task exhibited the shortest mean latency (M =0.51, SD=0.29), followed by navigation
(M=0.58, SD=10.30) and selection (M =0.65, SD=0.28). We performed a one-sample t-test to com-
pare the latency between cybersickness reports and the corresponding brain activity against a hypothe-
sized delay of 0s. The latency distribution was positively skewed (skewness =0.48) with values ranging
from 0.32 to 0.90s. The observed mean latency was M=0.58, SD=0.33s (95% CI [0.45, 0.71]), and
the test confirmed a significant difference from zero (p = 0.003).

These results indicate a measurable time lag between cybersickness-related EEG signals and the
reported onset of cybersickness. Even after accounting for system-related delays, the remaining latency
consistently demonstrates that measurable neural responses occur prior to conscious recognition and
reporting of cybersickness symptoms. While this observed latency may partially reflect the time
required for perceptual processing and response generation, the presence of consistent lead time in
EEG signals supports the interpretation that neurophysiological changes emerge before conscious symp-
tom awareness. Effect size analysis confirmed a large effect (d =1.76, 95% CI [1.15, 2.37]) for this tem-
poral precedence, with the confidence interval excluding zero, indicating a robust and meaningful
delay.

5.4. The frequency of cybersickness

In this study, we quantified cybersickness frequency from participant-reported events. Figure 10 shows
cybersickness frequency across different conditions: (a) task types, (b) CAR settings, and (c) PR config-
urations. Image (a) presents three task types: navigation (orange), selection (green), and manipulation
(purple). Images (b) and (c) use consistent colors for parameters: CAR values of 10% (blue), 20%
(green), and 30% (pink) in (b); PR resolutions of 720 x 800 (blue), 360 x 400 (green), and 180 x 200
(pink) in (c). All y-axes indicate cybersickness event counts, with bar heights representing condition-
averaged frequencies. All graphs show cybersickness counts with statistical significance indicators above
each bar.

In Figure 10, (a) shows that the navigation task induces the highest frequency of cybersickness
(M =6.16, SD =3.66), followed by the manipulation task (M =3.66, SD =2.53), with the selection task
exhibiting the lowest frequency (M =2.91, SD=1.56). RMANOVA confirmed significant differences
between tasks (F(2,46) = 4.69, p = 0.014). Tukey HSD tests confirmed that navigation caused signifi-
cantly more cybersickness than both the selection task (mean difference=3.25, p = 0.014) and the
manipulation task (mean difference=2.50, p = 0.031). (b) shows that 10% (M =3.02, SD=1.63) of
CAR induced the lowest cybersickness frequency, followed by 20% (M =3.14, SD=2.34), while 30%
caused the most amount of cybersickness (M =5.57, SD=2.93). As for (c), the visualization shows that
a PR setting of 180 x 200 elicits the lowest cybersickness frequency (M =3.56, SD = 3.39), followed by
720 x 800 (M =4.03, SD=3.12), 360 x 400 triggered the most cybersickness (M =4.36, SD =4.08).
Further statistical analysis indicated that neither CAR nor PR settings significantly affected cybersick-
ness frequency (CAR: p = 0.118, PR: p = 0.723). These findings suggest that cybersickness frequency is
primarily task-dependent.

Effect size analysis revealed large effects for task type (partial #* = 0.16), confirming the practical
significance of task differences. For CAR conditions, a medium effect size (partial #n*> = 0.08) was
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Figure 10. Frequency of cybersickness during different tasks and under different rendering conditions, * indi-
cate p <0.05.

observed despite non-significance, while PR conditions demonstrated a small effect size (partial ;>
= 0.02).

6. Discussion

In this study, we first analyzed the PSD changes of the EEG under conditions with and without cyber-
sickness. The results showed significant differences in the « band. Additionally, the a-band PSD was
strongly correlated with cybersickness severity, particularly in the parietal lobe. This finding may be
linked to spatial disorientation during cybersickness, which modulates parietal lobe activity (Hao et al.,
2019). The modulation of the o band likely reflects the brain’s compensatory mechanisms for recalibrat-
ing and integrating sensory inputs from visual, vestibular, and proprioceptive sources. These findings
suggest that the o band in the parietal lobe could serve as a neurophysiological biomarker for object-
ively assessing user discomfort in virtual reality.

Next, we examined how task types and rendering conditions affect cybersickness severity using the
SSQ and a-band PSD. Regarding task types, we found a significant main effect, with navigation tasks
inducing the most severe cybersickness, followed by selection and manipulation tasks. According to
sensory conflict theory (Oman, 1990), cybersickness arises when visual, vestibular, and proprioceptive
inputs fail to align. Frequent head and gaze movements in navigation tasks may exacerbate sensory
mismatch, intensifying cybersickness symptoms. The SSQ subscale analysis revealed that disorientation
was the primary contributor to navigation-induced cybersickness, with the largest difference observed
between navigation and manipulation tasks. This suggests that spatial disorientation may represent the
main mechanism underlying cybersickness during navigation tasks.

For rendering conditions, we observed a significant main effect of CAR on cybersickness severity,
with higher CAR settings leading to stronger symptoms. In contrast, PR had no significant impact.
From the vestibular-visual conflict perspective (Ng et al., 2020), elevated CAR values may heighten dis-
crepancies between visual motion perception and vestibular inputs, worsening cybersickness. This effect
likely stems from increased demands on visual processing and cognitive load. Higher CAR enhances
visual resolution, requiring greater neural processing in the visual cortex and parietal lobes, thereby
increasing cognitive load and aggravating cybersickness. Conversely, PR primarily affects peripheral
vision, which plays a lesser role in precise motion perception and spatial navigation. Thus, lower PR
settings may reduce visual fidelity but do not substantially increase cognitive load or cybersickness
severity. The SSQ subscale analysis for rendering conditions provided additional insights into the nature
of CAR effects. All three symptom categories showed consistent increasing trends with higher CAR val-
ues, suggesting that CAR influences cybersickness through multiple pathways rather than a single
mechanism. Although individual subscale effects did not reach statistical significance, their cumulative
impact contributed to the significant overall effect, indicating that CAR affects the general cybersickness
experience across different symptom dimensions.

Through PSD analysis, we explored the latency of cybersickness-related neural activity. The findings
indicate that neural activity associated with cybersickness precedes its subjective report, with a
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statistically significant and quantifiable delay. This latency likely reflects the time required for the brain
to integrate and process multisensory inputs, particularly in tasks involving spatial perception and
motor coordination (Libet, 1985). Specifically, it may represent the time needed for sensory signals to
travel from the vestibular and visual systems to higher-order cortical areas, such as the parietal and
occipital lobes, where sensory integration and conscious perception occur. Additionally, it may reflect
subsequent adjustments in neural processing. The measurable delay between cybersickness-related brain
activity and subjective perception suggests the feasibility of real-time cybersickness prediction in VR
systems, enabling proactive mitigation strategies such as adaptive rendering or vestibular stimulation.
Finally, by examining the relationship between task type, rendering conditions, and cybersickness
frequency, we found that task type had a significant main effect on cybersickness occurrence. Post hoc
Tukey HSD analysis confirmed that navigation tasks triggered significantly more cybersickness events
than selection or manipulation tasks. While task type significantly influenced cybersickness frequency,
rendering conditions did not have a measurable effect. Sensory conflict theory also provides a plausible
explanation for this pattern: frequent viewpoint adjustments in navigation tasks heighten inconsisten-
cies between visual and vestibular inputs, increasing sensory mismatch and cybersickness frequency.

7. Limitations and future work

Our study has some limitations. First, we did not account for individual differences among participants.
Cybersickness susceptibility varied significantly based on VR proficiency, with some participants experi-
encing severe symptoms while others were less affected, potentially introducing variance in the results.
Second, we did not incorporate additional physiological indicators such as heart rate and skin conduct-
ance, which could provide deeper insights into individual adaptation to VR environments. Third, we
did not specifically model or statistically analyze habituation effects. Therefore, it is possible that some
level of adaptation to cybersickness occurred over the course of the sessions. Such adaptation could
have influenced reported cybersickness levels, potentially introducing a confounding variable to the
interpretation of overall trends. Fourth, our use of retrospective SSQ assessment may introduce recall-
related bias. Although participants reviewed a synchronized video of their VR session to assist memory,
retrospective symptom reporting remains subject to memory decay and reinterpretation, especially for
subjective and transient experiences like cybersickness. This design decision prioritized uninterrupted
EEG recording and immersive continuity, but it may limit the temporal accuracy of self-reported
symptoms.

For future research, we aim to address three key aspects: individual differences in cybersickness sus-
ceptibility, comprehensive neurobiological measurements. And the habituation effects of cybersickness.
To account for individual variability, we will develop personalized experimental protocols that consider
factors such as VR experience, motion sickness history, and physiological characteristics. This may
involve pre-screening questionnaires, baseline assessments, and adaptive task designs tailored to indi-
vidual tolerance levels, reducing experimental variance and enhancing insights into cybersickness
mechanisms.

Regarding neurobiological measurements, we plan to integrate additional physiological markers,
including functional near-infrared spectroscopy (fNIRS), to assess cerebral hemodynamics and heart
rate variability to evaluate autonomic nervous system responses. This multi-modal approach will offer a
more comprehensive understanding of the physiological mechanisms underlying cybersickness and help
identify new biomarkers for early detection and prevention.

To investigate habituation effects, we plan to conduct follow-up studies involving repeated VR expo-
sures over multiple sessions with controlled intervals. By analyzing changes in reported cybersickness
levels across sessions, we aim to model individual adaptation patterns and determine how exposure fre-
quency and duration influence the severity of cybersickness.

Additionally, we will investigate more complex task scenarios to explore how cognitive load, inter-
action complexity, and visual engagement contribute to cybersickness. These insights will inform the
design of VR applications that minimize discomfort. Finally, we plan to conduct longitudinal studies to
examine the long-term effects of cybersickness while carefully managing participant fatigue and ethical
considerations. To address potential recall bias, we also plan to explore hybrid assessment strategies
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that combine retrospective video-guided annotation with lightweight real-time measures, such as the
Fast Motion Sickness (FMS) scale. This would enable finer temporal alignment with EEG signals while
reducing cognitive interruption and improving the reliability of symptom reporting.

8. Conclusion

In this study, we systematically investigated cybersickness across different VR tasks under varying ren-
dering conditions using both subjective SSQ scores and objective EEG signals. Our goal was to examine
the severity, frequency, and latency of cybersickness, as well as its underlying neural correlates. To
achieve this, we conducted a within-subjects study with 27 participants using VR-HMDs. The experi-
ment included 10 sessions featuring three VR task types—navigation, selection, and manipulation—
under different rendering conditions defined by CAR and PR. We collected EEG signals associated
with cybersickness alongside participants’ SSQ scores to provide a comprehensive analysis of their
experiences.

Our study demonstrates that combining objective EEG signals with subjective cybersickness reports
and the corresponding SSQ can comprehensively reflect cybersickness. The results of our user study
showed that: (1) We observed a strong association between a-band PSD values and SSQ scores, high-
lighting the potential of a-band PSD as a biomarker for assessing cybersickness. (2) The severity of
cybersickness varies significantly depending on the type of VR task. For the rendering conditions, CAR
may be a key factor in determining its intensity. (3) Neural activity preceded subjective reports of dis-
comfort, revealing a temporal delay that offers deeper insights into the neural mechanisms underlying
cybersickness. (4)The frequency of cybersickness occurrences was also found to be significantly influ-
enced by the type of VR task.
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